Starting Up Clustering

If you shut down clustered LPARs, you need to manually restart them after the reboot.
1) On both LPARs, confirm that the cluster subsystem is up, and running:


lssrc -g cluster


(-g for group)

Example:

# lssrc -g cluster

Subsystem         Group            PID          Status

 clstrmgrES       cluster          237730       active

In this case, there is only 1 subsystem in the "cluster" group.  You want to see that it is in an active state.

2) Then, on both LPARs, get specific information about the "clstrmgrES" subsystem.

lssrc -ls clstrmgrES


(-l for long listing)


(-s for subsystem)

Example:

# lssrc -ls clstrmgrES

Current state: ST_INIT
sccsid = "@(#)36    1.135.4.7 src/43haes/usr/sbin/cluster/hacmprd/main.C, hacmp.pe, 52haes_r541, 1028A_hacmp541 5/7/10 03:11:09"

#

You want to see that the system is in an initialized (ST_INIT) state.
3) Next, start up HACMP:


smitty hacmp

The "HACMP for AIX" menu will appear.
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4) In it, choose: "System Management (C-SPOC)".

The "System Management (C-SPOC)" menu will appear.
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5) In it, choose: "Manage HACMP Services".

The "Management HACMP Services" will appear.
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6) In it, choose: "Start Cluster Services".

The "Start Cluster Services" will appear.
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7) In it, fill in the fields as shown:


Start Cluster Services on these nodes  (Hit F4, and choose both nodes)


Automatically correct errors found

(hit tab to choose Yes)


during cluser start?

8) When it comes back with "OK" for a status, exit to the command line with
either F10, or Esc+0.

9) On the command line of both servers,


/usr/sbin/cluster/clstat

Wait for for "UP" & "STABLE" on both servers.  At this point, clustering is up, and running.
                clstat - HACMP Cluster Status Monitor

                -------------------------------------

Cluster: impcluster01   (1290467689)

Wed Nov 24 13:55:58 2010

                State: UP               Nodes: 2

                SubState: STABLE
        Node: cm9207boot1               State: UP

           Interface: cm9207boot1 (1)           Address: 1.254.253.52

                                                State:   UP

           Interface: cm9207boot1_hdisk1_01 (0)         Address: 0.0.0.0

                                                State:   UP

           Interface: cmq005 (1)                Address: 172.17.13.125

                                                State:   UP

           Resource Group: odqagrp3                     State:  On line

        Node: cm9208boot1               State: UP

           Interface: cm9208boot1 (1)           Address: 1.254.253.53

                                                State:   UP

************************ f/forward, b/back, r/refresh, q/quit ******************
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